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Abstract—In a wireless sensor network (WSN), we can rarely
assume the static network topology hypothesis. In fact, the topol-
ogy may change due to unit and communication faults, energy
availability, and environmental dynamics—situations that could
prevent the acquired data to be successfully routed to the base sta-
tion (BS). In recent years, many self-organizing routing algorithms
that provide topology adaptation in an energy-aware context at
the network level have been proposed. Among these, hierarchical
algorithms are particularly adequate solutions for their scalability,
power efficiency, extended network lifetime, and intrinsic adapt-
ability abilities. This paper suggests a k-level hierarchical exten-
sion of the Low-energy Localized Clustering (LLC) algorithm that
takes into account the estimate of the residual energy of nodes, the
aggregation degree, and uniform coverage level of the monitoring
area as well as extended lifetime for the network nodes. The
effectiveness of the proposed solution has been validated with an
ad hoc simulator and experimental investigations.

Index Terms—Distributed wireless measurement systems,
energy management, power-aware routing algorithms, wireless
sensor networks (WSNs).

I. INTRODUCTION

IN REAL-WORLD applications based on a wireless sensor
network (WSN) technology, units generally live in a harsh

highly dynamic environment, requiring the network to change
over time to face permanent or transient node faults, failures,
and environmental changes (e.g., a terrain landslide and pres-
ence of growing vegetation). Moreover, we can experience
some units to run out of power with a subsequent unwished
disconnection from the network; for some others, the opposite
holds in the sense that units, back with energy, need to be
reconnected. Finally, energy harvesting mechanisms [1]–[4]
induce the network topology to change with an unpredictable
dynamism.

In current deployments, since a fully reliable communication
(e.g., see [5]–[7]) protocol is generally not addressed due to the
power consumption overhead, acquired data are sent with a best
effort modality, and unreceived measurements are lost data.

Development of smart routing algorithms is, hence, a must
for assuring effective communications in large-scale WSNs,
with adaptation ability being the key issue combined with
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energy-aware aspects. In this direction, source-initiated [8]
routing algorithms are excellent candidates due to their intrinsic
ability to adapt to changing situations; however, in their tradi-
tional form, they cannot be accepted due to complexity and high
power consumption issues [9]–[11].

To solve this aspect, self-organizing routing algorithms have
been specifically developed for WSNs, which assure adaptabil-
ity to environmental changes by providing a quick reaction
to topological modification at the network level. In addition,
they support an easy add-on and removal modality for nodes
and reduce the energy consumption at the network level de-
fined as the sum of residual energies of nodes [12]. Here,
the specific literature suggests low-energy adaptive cluster-
ing hierarchy (LEACH) [13], localized clustering (LC) [14],
Low-energy Localized Clustering (LLC) [15], hybrid energy-
efficient distributed clustering algorithm [16], and Min Max
D-Cluster [17].

These energy-aware algorithms share a common basic
philosophy: The network is partitioned into clusters each ruled
by a cluster head connected to its units with a star topology.
Each cluster head is then directly connected to the base station
(BS) and sends retrieved data through a single-hop commu-
nication mechanism. Since the network is organized without
any hierarchy, the communication power delimits the coverage
area; this limitation can be overcome with a multihop algorithm
linking the cluster head levels.

In this paper, we propose the X-LLC algorithm, which ex-
tends LLC by considering a k-level tree-based hierarchy for
the sensor nodes. The algorithm aims at guaranteeing a more
uniform deployment of the nodes over the monitored area and
prolonging their lifetime. Sensor nodes send data to the first-
level cluster heads, which, in turn, forward them together with
their own acquisitions to upper level cluster heads; the process
iterates up the kth level, where cluster heads send all data
directly to the BS. Nodes and cluster heads might consider a
data aggregation phase to further reduce power consumption in
transmission.

The presence of intermediate levels between simple nodes
and BS reduces the energy consumption of the network since
shorter transmission distances associated with multiple levels
of cluster head mean lower transmission energy.

In the suggested algorithm, the identification of clusters
and election of cluster heads is performed with a simple—yet
effective—low-power distributed algorithm that provides the
network with high adaptability to the changing environment.

Differently from the existing literature, we also take into
account both a more precise estimate of the residual energy of
a node by relying on supercapacitors as a storage mean and the
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effects posed by imperfect aggregation of sensor data and the
finite node-bandwidth.

The structure of this paper is given as follows. Section II
briefly introduces and contrasts the LEACH, LC, and LLC rout-
ing algorithms. Section III presents the suggested extension to
LLC with the multilevel hierarchical architecture encompassing
aggregation degree, power consumption, and load balancing
constraints. Experimental results are given in Section IV.

II. HIERARCHICAL ROUTING ALGORITHMS FOR WSNS

LEACH, LC, and LLC are cluster-based routing algorithms
designed to assure scalability, power efficiency, and long sys-
tem lifetime. They are generally characterized by the following
three independent phases.

1) Election: nodes communicate with neighbors to dynami-
cally establish cluster heads.

2) Association: neighborhood information is used to gen-
erate a hierarchical tree-based communication structure
where leaves are the nodes and the root of the tree is
the BS.

3) Data communication: sensor data are sent to the BS
through the tree-based structure.

A. LEACH

In the election phase, the jth active node generates a random
number η between 0 and 1. The node is an elected cluster head
when η is smaller than the time-varying threshold hj . We have

hj =
{

P
1−P (r mod (1/P )) , if the jth active node ∈ G
0, otherwise

(1)

where r is the election round over time, P represents the
expected percentage of cluster heads out of the available units
and is fixed a priori by the network’s designer, and G is the
set of nodes that did not become a cluster head in the last 1/P
election rounds.

Once elected, cluster heads broadcast an advertisement mes-
sage to contact simple nodes in their neighborhood and wait for
their answers. (Note that the neighborhood for a cluster head is
defined by its fixed communication power.)

Each node decides to which cluster it will belong based on
the signal power associated with the “reachable” cluster heads,
i.e., a node selects the strongest—in terms of the received
power—cluster head.

Cluster heads then generate and send a time-division
multiple-access (TDMA) table to cluster nodes. At the end of
the association phase, which implies de facto generation of a
new network topology, nodes are ready to operate: data are
acquired from sensors and are forwarded to the cluster head
according to the defined TDMA table.

The main limitation of this algorithm is that the number of
nodes composing a cluster differs from cluster to cluster since
clusters are not balanced: some cluster heads coordinate a very
large number of nodes where others do not.

B. LC

In LC, all nodes start the election phase by broadcasting
an initial advertisement message according to a predefined
communication power. Then, each node sets the internal timer
with a value inversely proportional to the residual energy of the
node and the number of received advertisements: the fewer
the advertisement messages or the residual energy, the longer
the countdown.

A node that terminates the countdown without receiving a
message becomes a cluster head and sends an advertisement
message to its neighbors that will interrupt the countdown and
label themselves as nodes. Simple nodes belong to a cluster
based on the received signal power, i.e., the preference is
given to closer cluster heads since less transmission power
is required. Khan et al. [15] has shown that LC guarantees
good quality clusters and assures all nodes of the network to
be reachable; isolated nodes become cluster heads. The main
drawback of LC is the communication overhead associated with
the advertisement messages of the election phase.

C. LLC

LLC reduces LC overhead by imposing a maximum value x
on the percentage of nodes that can become a cluster head with
x set at design time. The probability that node j is considered
in the election phase at time tr is proportional to its residual
energy ej [15], i.e.,

pj =
ejtx

e(t − tr)
(2)

where e is the initial energy of the node, and t is the expected
network lifetime. Differently from LEACH, which relies on
the concept of election round, LLC works on elapsed time.
Probability pj has the same role of the threshold hj in LEACH.

All nodes not involved in the election phase wait for an ad-
vertisement message from elected cluster heads and subscribe
to the one with the strongest received signal power.

D. Main Limitations of LEACH, LC, and LLC

Unfortunately the knowledge of the residual energy of nodes,
which is necessary in LC and LLC, is rarely available. More-
over, LEACH, LC, and LLC assume perfect aggregation (i.e.,
the amount of data that a node has to forward does not exceed
the amount of received data), but such a hypothesis for nodes is
far from being true in real-world applications.

In addition, we might encounter situations where some nodes
are not connected to the BS. This happens for those cluster
heads whose distance from the BS is above the maximum
reachable distance RMAX.

Fig. 1(a) shows an example of an unreachable subnetwork
(white circle), whereas Fig. 1(b) shows how the problem can be
solved with a multihop solution. This phenomenon may arise
in LEACH and LLC, as shown in [15]. However, it can be
solved by modifying the protocols as follows: after the election
phase, unreachable nodes have to connect directly to the BS. We
should comment that in general, the probability that a node is
not connected to the network is very low, while the probability
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Fig. 1. (a) Single-hop network: a unit is unreachable. (b) Multihop network:
each sensor is connected to the BS.

Fig. 2. X-LLC, k = 2.

that it will be reconnected in subsequent elections is high.
Buffering mechanisms must be considered to avoid data losses
in unreachable nodes.

As a last note, selection of the algorithm parameters might
be critical. In fact, some parameter configurations proposed for
LEACH, LC, and LLC, such as cluster heads percentage or ex-
pected network lifetime, are not realistic for most applications
due to the unknown topology of the deployment. These aspects
will be addressed in the following section.

III. k-LEVEL LLC

In this section, we extend LLC to a k-level hierarchical
algorithm (see Fig. 2) to improve network energy management.
Selection of LLC derives from the fact that it generally out-
performs LEACH and LC in terms of the network lifetime,
as attested in the literature [15], [18] and as also verified in
Section IV describing our simulation experiments.

A. Setup Model

First, we make the following assumptions.
1) Antennas generate an isotropic spherical electromagnetic

field [13].
2) The BS is central in the environment to better exploit

communication coverage.
3) Nodes are uniformly distributed within the deployment

area with density δ; under this assumption, δ times a given
surface provides the expected number of units deployed
in it.

Denote by Pw and Rw the wth power level and the associated
transmission radius, respectively. Since the number of power

levels W in commercial units is fixed (e.g., around 8-10), we
have that Pw < Pw+1,∀w ∈ 1, . . . ,W − 1 from which Rw <
Rw+1. The maximum transmission power arises for PW =
PMAX with an associated RW = RMAX according to the first-
order radio model and the free space assumption.

The expected number of nodes within the reachable environ-
ment is N0 = δπR2

MAX; for larger networks, the above holds
for each subnetwork communicating each other with a multihop
communication protocol.

B. X-LLC: The Proposed Routing Algorithm

A k-level clustering hierarchy is particularly effective in
reducing the energy consumption of the network compared to
LLC since it allows for a short-range transmission activity.
Moreover, it assures adaptability to changes that affect both
the network and the environment and is autonomous in the
routing decision. The former result derives from the fact that it
automatically provides quick reactions to topological changes
in the network by instructing new clustering configurations; the
latter is a consequence of the fact that the routing algorithm is
not centralized and nodes perform local decisions to select the
optimal route.

Election Phase: Here, we consider k ≥ 1 levels of cluster
heads and k distinct election and association phases; LLC
derives by selecting k = 1. Fig. 2 shows an example of a
hierarchical structure.

Algorithm 1 electClusterHeads: i, nji

1. m = 0;
2. u = rand{U(0, 1)};
3. if pji ≥ u then
4. enableT imer(τa);
5. send(msgADV , Rw);
6. while isNotExpired(τa) do
7. if receiveMessage(msgADV ) then
8. m = m + 1
9. end if
10. end while
11. else
12. sleepUntilElectionFinishes()
13. return
14. end if
15. τb = calculatePromotionT imer (m, eji)
16. enableT imer(τb)
17. while isNotExpired(τb) do
18. if receiveMessage(msgADV ) then
19. sleepUntilElectionFinishes()
20. return
21. end if
22. end while
22. send(msgADV , Rw);

The suggested X-LLC algorithm is given in Algorithm 1, and
the nomenclature of used symbols is provided in Table I.

In more detail, in step 1, each node initializes the number of
advertisement messages received by a candidate node m at 0
and generates a uniformly distributed random value u between
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TABLE I
SYMBOLS USED IN THE ALGORITHM

0 and 1 (step 2) to be compared (step 3) with threshold pji

defined in (2): if pji is above u, the node becomes a candidate
cluster head and participates to the election phase; otherwise, it
stays silent (step 12) until the election process terminates. The
node timer is enabled in a countdown modality starting at value
τa (step 4). Each candidate node broadcasts an advertisement
message with transmission power Pw, which covers a spatial
neighborhood of radius Rw. Then, each candidate node collects
the advertisement messages coming from the other candidate
nodes in the neighborhood (step 7) and counts the received
messages by increasing m (step 8). When time τa expires, the
candidate sets the promotion timer to τb (step 15); τb is function
of the number of received messages m and the node residual
energy. Finally, if τb expires, the candidate node becomes a
cluster head at level i, and it broadcasts an advertisement
message with transmission power Pw (step 23). Conversely,
if the timer is still counting down and the node receives
an advertisement message (step 18), it interrupts the promo-
tion timer and waits the termination of the election process
(step 19).

Cluster heads at level i participate to the (i + 1)th-level
cluster heads election; if not elected, they simply remain cluster
heads at level i.

Association Phase: The association phase starts after the
completion of the election process and comprises k specific
association subphases that are performed in a top-down fashion
starting from the BS to simple nodes. In the first association
phase, the kth-level cluster heads associate themselves to the
BS, which sends them back the TDMA table. Then, the (k −
1)th-level cluster heads register to the nearest kth-level cluster
head, which answers by providing the TDMA table; the process
iterates down to the sensor node level.

X-LLC allows shrinking the cluster size by acting on the
radius through the use of different power levels. This provides
a remarkable advantage in terms of transmission energy con-
sumption reduction with respect to (w.r.t.) traditional hierarchi-
cal algorithms.

Moreover, the following also hold true.

1) Each cluster head rules over a small number of nodes.
2) Cluster heads forward collected information to a cluster

head at a higher abstraction level instead of sending them
directly to the BS.

3) The transmission range of simple nodes can be reduced
w.r.t. the one required by LLC. Consequently, transmis-
sion requires less power, and the intercluster interference
decreases.

Fig. 3. (a) Solar power (in miliwatts) acquired by the solar panel. (b) Residual
energy (in joules) in the supercapacitor measured according to (3).

Determination of the optimal number of levels for a given
application depends on the characteristics of the deployment,
the introduced overhead of the hierarchy, the type of nodes,
the aggregation degree, the available bandwidth, and resid-
ual energy.

C. Efficient Node Energy Estimation

The knowledge of the energetic state of nodes is pivotal in the
selected routing algorithms since the election phase is based on
such information.

Unfortunately, the residual energy might be unavailable in-
formation since traditional energy storage means are batteries.
In the best case, we can provide a rough estimate with accuracy
decreasing with battery ageing. Moreover, the charge/discharge
curve is nonlinear and time variant, and batteries require full
discharge/recharge cycles to maximize their lifetimes. Optimal
recharge cannot be granted during the operational life since
the provided energy [e.g., through photovoltaic (PV) cells] is
a nonconstant over time.

Instead, the residual energy can be estimated by considering
supercapacitors [19] as storage means. In particular, the residual
energy ej can simply be evaluated as

ej =
1
2
CV 2

j (3)

where Vj and C are the voltage of the supercapacitor of the
jth unit and its equivalent capacitance, respectively. To evaluate
the accuracy of the residual energy estimate, we considered
an embedded unit [4] composed of a polycrystalline PV cell
of nominal 0.5 W suitably connected to three supercapacitors
in a series configuration (C = 350 F each). Fig. 3(a) shows
the solar power acquired in a 55-day acquisition campaign.
The residual energy in the supercapacitor is given in Fig. 3(b);
units were acquiring, processing, and sending data 24 h
per day.

The percentage difference between residual energy computed
with (3) and the one actually stored in the supercapacitor is
4.56%. Availability of the residual energy estimate with high
accuracy makes the use of X-LLC and energy-based algorithms
effective.
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Fig. 4. Hierarchical balanced structure of the sensor network.

D. Bandwidth Limitations

Let BM and bs be the maximum bandwidth (in kilobits per
second) for each unit and the throughput (in kilobits per second)
derived from the sensing activity, respectively.

By assuming that a 100-A% aggregation of the data received
at each level is performed, the throughput of the ith-level
cluster head is the sum of its own sensing activity bs and the
throughputs of the (i − 1)th-level cluster heads associated to
it multiplied by A. When A = 1, no aggregation is performed
during routing, and the ith-level cluster heads forward their own
sensing activity together with 100% of the data received from
the (i − 1)th cluster heads. On the contrary, A = 0 represents
the perfect aggregation extreme.

Bandwidth limitations of each unit force the cluster heads
throughput to be always smaller than BM for each level.

In the particular case of WSNs organized as n-ary balanced
trees (see Fig. 4), the relationship between throughput of the
sensing activity and bandwidth limitations can be solved in
closed form.

Each ith-level cluster head aggregates 100 A% of received
data and forwards received data to its upper level cluster head
together with the acquired data: the throughput of each ith-level
cluster head is then Ti = nATi−1 + bs, where n is the ratio
between the cluster heads of level i − 1 and the cluster heads of
level i. By induction, the throughput of ith-level cluster heads
may be formalized as

Ti = bs
(nA)i+1 − 1

nA − 1
. (4)

Due to the hierarchical structure of the sensor network, Ti

measures the traffic passing through each cluster head at level i.
In other words, Ti represents the 100 A% aggregated sum of
throughputs of all sensor nodes and lower level cluster heads of
the subtree rooted in the ith level. Fig. 5 presents the influence
of the parameter A on the throughput Ti. Obviously, when A =
0, Ti does not depend on i since its value is always bs: in case
of perfect aggregation, the cluster head forwards only its own
acquisitions. The case A = 1 represents the highest throughput
Ti achievable by the cluster heads at the ith level.

Since Ti is the throughput of the sensor units at the ith level,
the network has to guarantee a suitable bandwidth to assure
correct data transmission to the (i + 1)th level. This critical is-
sue has never been addressed by traditional hierarchical routing
algorithms that assume perfect aggregation so that bandwidth
limitation is no longer an issue.

Fig. 5. Calculated throughput Ti w.r.t. level i when A ranges from 0 to 1
(step 0.25). bs = 1 kb/s and n = 5.

In a nonperfect aggregation case, the incoming bandwidth of
the units of level i must be larger than the throughput of the
units of level (i − 1): when this constraint is not satisfied, the
network cannot work properly since packets may get lost before
reaching the BS.

Without any loss of generality, let us assume that the network
adopts a TDMA as a medium access control layer; this is a
reasonable assumption, as also shown in [13]. Let b0 (in kilobits
per second) be the overhead in terms of bandwidth usage
introduced by the synchronization message of the TDMA; the
incoming bandwidth of cluster heads and BS is BM − b0.

In an n-ary balanced tree, the number of k-level cluster heads
connected to the BS is n, and the maximum available outgoing
bandwidth guaranteed by the BS is

Bk =
BM − b0

n
. (5)

Starting from Bk, we can recursively identify the outgoing
bandwidth available to cluster heads at level i as follows:

Bi =
Bi+1 − b0

n
, where 0 ≤ i ≤ k (6)

which can also be expressed as

Bi =
BM

nk−i+1
− b0

nk−i+1 − 1
nk−i+1(n − 1)

. (7)

As intuitively stated, the outgoing bandwidth available to
cluster heads increases with i. kth-level cluster heads have
the largest B = Bk bandwidth [from (5)], while sensor nodes
assume the lowest value B0.

The amount of available bandwidth w.r.t. the total number
of levels (i.e., BS, k levels of cluster heads, and simple sensor
nodes) for the most important commercial sensor units is listed
in Table II, where n = 5, and b0 = 1 kb/s. As expected, the
available bandwidth decreases quickly with the increase of the
number of levels. From the table, Micaz and Tmote support
up to 5 levels (i.e., BS, k = 3 levels of cluster heads, and
sensor nodes) with bs = 1 kb/s, which represents a reasonable
throughput in many environmental applications. Differently,
Mica2 supports only four levels (i.e., BS, k = 2 levels of cluster
heads, and the sensor nodes), while the Dot version can only be
used with one level of cluster heads (i.e., LLC).

Fig. 6 presents the effect of the TDMA overhead b0 on the
available bandwidth; in this case, n = 2 and BM = 250 kb/s.
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TABLE II
AVAILABLE BANDWIDTH OF COMMERCIAL SENSOR UNITS W.R.T. THE TOTAL NUMBER

OF LEVELS (I.E., BS, k LEVELS OF CLUSTER HEADS, AND SENSOR NODES)

Fig. 6. Calculated maximum available bandwidth w.r.t. the number of levels
for Micaz (n = 2 and BM = 250). b0 ranges from 1 to 250 kb/s.

Fig. 7. Calculated maximum available bandwidth w.r.t. the number of levels
for Micaz (bs = 1 and BM = 250). n ranges from 2 to 7.

The available bandwidth decreases as b0 increases since the
overhead reduces the bandwidth available for the transmission
of acquired data. The effects of n over the available bandwidth
is presented in Fig. 7. As expected from (6), the larger n is, the
smaller the available bandwidth will be, which must be shared
with a larger number of units.

E. Relationships Among Design Parameters

Under the assumed hypotheses, the node density of the ith-
level cluster head is

δi =
n

πR2
i

. (8)

Moreover, in the case of an n-ary balanced tree, the number
of nodes n is not a function of the level number. Consequently,
we get

δiπR2
i = δi+1πR2

i+1

TABLE III
POWER CONSUMPTION FOR THE ELECTION AND ASSOCIATION PHASES

from which

Ri+1 = Ri ·
√

δi

δi+1
. (9)

Finally, from (8) and (9), we obtain

Ri+1 = Ri ·
√

n. (10)

Starting from the kth hierarchical level for which Rk =
RMAX, (10) provides sequence Ri and, then, the transmission
power needed at each level.

IV. SIMULATION RESULTS

At first, we measure the power consumption overhead of
X-LLC, LEACH, LC, and LLC due to the election and as-
sociation phases (Section IV-A) in a real deployment. Then,
we simulate the performance of algorithms in terms of system
lifetime, energy consumption, and live nodes distribution in the
long run (Section IV-B).

A. Phase 1: Measuring the Power Consumption
of the Election and Association Phases

We configured a WSN composed of 10 Mica2 units to mea-
sure the power consumption of the election and the association
phases.

We fixed the packet size for advertisement and synchroniza-
tion to 40 bits, the bandwidth to 38.4 kb/s (being Mica2), and
bs = 1 kb/s. We also assumed that each node sends a single
data packet at each round and that k = 2 from Table II. Other
parameters (e.g., Ri) have been determined according to (10).
For LLC and LEACH, we considered the parameters suggested
in [18] and [15], respectively.

The network evolved for 30 min, and the power consumption
was measured. The average power consumption for the election
and association phases are given in Table III.

We observe that LLC outperforms the other algorithms in
terms of power consumption, while X-LLC consumes more
due to the overhead associated with the hierarchical structure of
the network. We believe that the double power consumption of
X-LLC w.r.t. LLC is associated with the k = 2 choice since the
computational complexity of X-LLC scales with k.

In line with [15], we observe that the power consumption
of the election and association phases of LLC is lower than
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Fig. 8. Network liveness, N0 = 100.

Fig. 9. Network liveness, N0 = 50.

the ones of LC and LEACH. This is due to the fact that in
LC, all units participate the election phase and, as such, send
messages and wait for answers from elected cluster heads.
Differently, LLC bounds the number of units that can undergo
the election process. As far as LEACH is concerned, the higher
power consumption is related to the fact that there is a non-null
probability of having nodes not connected to cluster heads that
require a direct connection to the BS. In turn, this implies a
larger transmission range.

B. Phase 2: Simulating the System Lifetime, Energy
Consumption, and Live Node Distribution

An ad hoc simulator was developed to evaluate the different
performance in terms of system lifetime, energy consumption,
and live nodes distribution on a large WSN in the long run.
We uniformly deployed 100 and 50 units within a circular
environment of radius RMAX =40 m with the BS in the center.
We considered a first-order radio model and the free space as-
sumption: the energy loss is, hence, assumed to be proportional
to R2. Moreover, the message size for data is 1024 bits, and the
advertisement and synchronization messages are 40 bits each.
A generic node was charged with an initial energy e=1 J, its
bandwidth is 40 kb/s, and the sensor throughput bs =1 kb/s.

Each simulation iteration consists of data acquisition and
transmission, while the election and the association phases
are activated with a lower frequency, e.g., one election and
association phase out of ten iterations.

Missing parameters (e.g., Ri) have been determined, as
suggested in Section III; a k = 2 level hierarchy of cluster heads
was selected for X-LLC.

Fig. 10. Average residual unit energy, N0 = 100.

Fig. 11. Average residual unit energy, N0 = 50.

Fig. 12. Initial deployment of the units in the WSN.

We consider two figures of merit:
1) the network liveness, defined as the percentage of live

units in a given iteration w.r.t. the initial ones;
2) the average residual unit energy, which is defined as

NTot(r)∑
j=0

ej

NTot(r)
(11)

where NTot(r) is the number of live units at iteration r,
and ej is the residual energy of the jth live unit.

Results regarding the network liveness are given in Fig. 8
(N0 = 100) and Fig. 9 (N0 = 50); the abscissa represents the
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Fig. 13. X-LLC: live units in the WSN at iterations 6000 and 9000.

Fig. 14. LLC: live units in the WSN at iterations 6000 and 9000.

simulation iterations, and the ordinate represents the number
of alive units. Those regarding the average residual energy are
given in Figs. 10 and 11.

We observe that LEACH outperforms, at the beginning, all
other algorithms in terms of the number of alive units due to
its immediate election phase, i.e., random election of cluster
heads. However, the simplicity of the election phase in LEACH
does not assure a balanced energy consumption of units at the
network level. For this reason, most units run out of energy in
the mid long run (see Figs. 8 and 9).

Differently, X-LLC consumes more at the beginning when
many units are available, but it outperforms the others in the
mid long run. This behavior can be explained by considering
that the hierarchical structure generated during the association
phase introduces a transmission overhead balanced by a re-
duced transmission range.

A uniform distribution for alive units is a desirable
property that we would expect from an effective monitor-

ing system that considers all environmental areas of equal
relevance.

The second advantage of X-LLC is that it assures a more
uniform distribution of units, as verified in Fig. 12 for a WSN
with N0 = 100 units.

The network units evolve over time. Snapshots of the WSN
configuration in correspondence with cases where r = 6000
and r = 9000 are given in Fig. 13 (X-LLC), Fig. 14 (LLC),
Fig. 15 (LC), and Fig. 16 (LEACH). As expected, since no
energy-harvesting mechanisms are present, units run out of
energy and switch off. In particular, LLC, LC, and LEACH
generate large empty monitoring areas in proximity to the BS
due to the excessive usage of units there deployed, e.g., refer to
the r = 9000 case.

The uniform distribution can be verified by evaluating the
probability distribution of cluster heads at a given iteration
r. In particular, we computed the probability pCH(R,R +
Δ, r) to find a cluster head in the [R,R + Δ] annular



ALIPPI et al.: ADAPTIVE LLC-BASED AND HIERARCHICAL POWER-AWARE ROUTING ALGORITHM 3355

Fig. 15. LC: live units in the WSN at iterations 6000 and 9000.

Fig. 16. LEACH: live units in the WSN at iterations 6000 and 9000.

area identified by radii R and R + Δ, Δ > 0 from the BS,
as follows:

pCH(R,R+Δ, r)=

NTot(r)∑
j=0

Idj∈(R,R+Δ)

NTot(r)
1

π(R+Δ)2−πR2

(12)

where dj is the Euclidean distance of the jth alive unit to the
BS, and Idj∈(R,R+Δ) is the indicator function that assumes
value 1 if the node belongs to the area, and 0 otherwise.

Figs. 17–20 show pCH at iterations 1500, 4500, and 7500
for LEACH, LC, LLC, and X-LLC in the N0 = 100 case,
respectively. As expected, LEACH, LC and LLC gradually
reduce the probability of electing cluster heads close to the BS.
This effect is particularly evident at r = 7500, where pCH ≈ 0
in the (0, 20)-m interval. On the contrary, X-LLC exhibits a

more uniform distribution of cluster heads, even in the long
run, as can be appreciated by the distribution of pCH over
iterations.

In our opinion the more uniform distribution of live nodes
in X-LLC, which has been experimentally evaluated, is due to
a balanced energy consumption of units at the network level
(please refer to Figs. 8 and 9 and related comments).

V. CONCLUSION

This paper has presented an extension of the LLC routing
algorithm by introducing a hierarchical structure in the network
management. Network units are clustered with a hierarchical
approach, which, by exploiting the nature of the topology,
allows us to improve adaptability, network lifetime, and over-
head load balance among clusters. The novelty of the proposed
approach resides in two main issues. First, a k-level hierarchical
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Fig. 17. Probability of finding a cluster head at iterations 1500, 4500, and
7500 with LEACH.

Fig. 18. Probability of finding a cluster head at iterations 1500, 4500, and
7500 with LC.

structure of cluster heads is suggested, while the literature only
considers one level of cluster heads. Second, the proposed
solution is applicable for any degree of aggregation, while
traditional algorithms assume perfect aggregation.

The suggested algorithm also provides a more uniform dis-
tribution of live nodes in the deployment area, which is an
appealing feature since it allows receiving data all over the
environment, even when the network is reducing its acquisition
ability due to energy shortage.
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